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ABSTRACT

The conventional wisdom has been that 1P is the natural
protocol layer [or implementing multicast related [unction-
ality, llowever, ten years alter its witial proposal, 1P Mulri-
cast is still plagucd with concerns pertaining to scalability,
network management, deplovment and support [or higher
layer [unctionality such as crror, [low and congestion con-
trol. lo this paper, we explore an alternative architecture lor
small and sparse groups, where cnd systems implement all
multicast related [unctionality including membership man-
agement and packet replication. We call such a scheme Lnd
System Mulricast. This shilting of multicast support [rom
routers to cod systems has the potential to address most
problems associated with 1P Multicast,  lowever, the key
concern 18 the performance penalty associated with such a
model. 1o particular, Lod System Multicast ntroduces du-
plicate packets on physical links and incurs larger cnd-to-
cod delay than 1P Multicast, o this paper, we study this
question n the context ol the Narada protocol. In Narada,
cnd systems sell-organize wnto an overlay structure using a
[ully distributed protocol. In addition, Narada attempts to
optimize the clliciency ol the overlay based on cnd-to-cond
measurcments,  We present details of Narada and evaluate
it using both simulation and loternet experiments, Prelimi-
nary results are cncourag ing. lo most simulations and loter-
net experiments, the dcla}- and bandwidch penalty are low,
We believe the potential benelits of rcpeu‘ririouiuu multicast
[uncrionality between cod systems and routers signilicantly
outweigh the performance penalty incurred.

1. INTRODUCTION

Traditional network architectures distinguish between two

types of entities: end systems (hosts) and the network (switches
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and routers). Onc ol the most important architectural deci-
sions 1s then the division of [unctionality between end sys-
tems and networks,

o the lnternet architecture, the wrernetworking laver, or 1P,
implements a minimal [unctionality — a best-cllort unicast
datagram scrvice, and cnd systems inplement all other -
portant [uncrionality such as error, congestion, and (low con-
trol. Such a minimalist approach is probably the single most
important techoical reason [or the loternet’™s growth [rom
a small rescarch network wro a global, commercial inlras-
tructure with heterogencous technolog gics, applications, and
administrative authoritics. The growth ol the nerwork n
turn unleashes the development of new applications, which
require richer network [unctionality.

The key architecture question 1s: what new [catures should
be added to the 1P layver? Multicast and QoS are the two
most important [eatures that have been or are being added
to the 1P layver. While QoS s a [unctionality that cannot be
provided by cod systems alone and thus has to be supported
at the 1P laver, this is not the case for multicast. 1o partic-
ular, It is [_)0551')1(_‘ [or cod systems to wnplement multicast
services o top of the 1P unicast service,

In deciding whether to implement multicast services at the
IP layer or at end systems, there are two conllicting consid-
crations that we need to reconcile, According to the cend-to-
cnd argumcnts [L17], a [unctionality should be {a) pushed to
higher lavers il possible, (b) unless implementing it at the
lower layer can achicve large perlormance beoelit that out-
weighs the cost ol additional complexity at the lower layer.

In his seminal work in 1989 [1], Decring argues that this sce-
ond consideration should prevail and multicast should be im-
plemented at the 1P laver, This view so [ar has been widely
accepted. 1P Multicast is the (irst signilicant [eature that
has been added to the 1P layer sinee its original design and
most routers today inplement 1P Multicast., J_)(_‘b[_llt(_‘ this, 1P
Multicast has several drawbacks that have so far prevented
the service [rom being widely deploved. Uiest, 1P Multicast
COQUINes routers to maintain per group state, which oot only
violates the “starcless™ architectural puuuplc ol the origi-
nal design, bur also wntroduces high complexity and scrious
scaling constraints at the 1P la}-u. Scecond, the current 1P
Multicast model allows [or an arbitrary source to send data
to an arbitrary group. This makes the network vulnerable
to llooding attacks by malicious sources, and complicares
network management and provisioning,  Third, 1P Mult-
cast requires every group to dyvoamically obrtain a globally
unigue address [rom the multicast address space and 1t is




dillicult to cosure this o a scalable, distributed and consis-
tent [ashion., lourth, 1P Multicast 1s a best ellort service,
Providing higher level [eatures such as reliability, congestion
control, [low control, and sccurity has been shown to be more
dillicult than in the unicast case, inally, 1P Multicast calls
[or changes at the nfrastructural level, and this slows down
the pace of deplovment.  While there have been attemprs
to palrlall\- address some of the issues ar the 1P layer [9
13, 21], [undamental concerns pertaining to the “statclul
architecture of 1P Multicast and support for higher layver
[unctionality have remained unresolved.

In this paper, we revisit the ssue of whether multicast re-
lated [unctionality should be implemented ac the 1P layver or
at the end systems, 1o particular, we consider a model in
which multicast related [eatures, such as group membership,
multicast routing and packet duplication, are implemented
at cnd systems, assuming only unicast 1P service, We call
the scheme Fod System Multicast. Llere, cnd systems par-
ticipating in the multicast group communicate via an overlay
structure, The structure 1s an overlay in the sense thar cach
ol ity cdges corresponds to a unicast path berween two end
svstems 1o the underlying loternet.

We believe that Lod System Multicast has the potential to
address most problems associated with 1P Multicast, Sincee
all packers are transmitted as unicast packers, network pro-
visioning is not allected and deployment may be aceeler-
ated. Lnd System Multicast maintains the stateless nature
ol the nerwork by requiring eod systems, which subscribe
only to a small number of groups, to perform additional
complex processing [or any given group. Lo addition, we be-
licve that solutions [or supporting higher layer [catures such
as crror, [low, and congestion contr ol can be signilicantly
kunphhcd by lc\ua ging well understood unicast solutions
[or these problems, We hope to demonstrate this i [uture
works, 'inally, an cod system based architecture no longer
requires global consistency o naming of groups and allows
[or application specilic naming.

While Liod System Multicast has many advantages, scveral
ssues need to be resolved belore 1t become a practical alter-
native to 1P Multicast, ln particular, an overlay approach
to multicast, however cllicient, cannot perform as well as
IP Multicast. It is mmpossible to completely prevent mul-
tiple overlay cdges [rom traversing the same physical link
and thus some redundant trallic on physical links s unavoid-
able. urther, communication between end systems involves
traversing other cod systems, potentially ncreasing latency.
In this paper, we [ocus on two [undamental questions per-
taining to the End System Multicast architecture: (i) what
arc the perlormance nplications of using an overlay archi-
tecture for multicast?  and (i) how do cnd systems with
limited topological inlormation cooperate to construct good
overlay structures?

In this paper, we seck to answer these questions o the con-
text ol a protocol that we have developed called Narade.
Narada constructs an overlay structure among participat-
ing cod systems n a self-organizing and  fully distributed
manner. Narada is robust to the fallure of cod systems and
to dyonamic changes in group membership. Lind s SVSTCIS
begin with no knowledge of the underlying |_1h.)-'51cal topol-
ogy, and they determine latencies to other end systems by
probing them in a controlled fashion. Narada continually
refines the overlay structure as more probe information is
avallable,  Narada may be distinguished [rom many other

scell-organizing protocols in that it does not require a native
multicast medium, We present details i Secetion 3.

We evaluate the perlormance penalty of the overlay Narada
produces using simulations, In a group of 128 members, the
delay between at least 90% ol pairs of members increases
by a [actor ol ar most 1 compared to the unicast delay be-
tween them.  urther, no physical link carries more than
9 identical copies of a given packet. We have also unple-
mented Narada and conducted preliminary loternet exper-
iments. lor a group ol 13 members, the delay between ar
least 90% ol pairs of members increases by a [actor ol at
most 1.3 compared to the unicast delay between them.

While we reler to end systems o this paper, it is with the
understanding that this may casily be generalized to nodes
at the edge of the network such as campus wide proxies and
cdge routers, Proxics can cxploit native multicast available
at the LAN level, have larger processing power than hosts,
are better connected to the Internet and allow [or org gaull-
zation level agreements, Purther, they could |_10r.cur.1all.)- CX-
ploit tempor al and spatial locality o group lormations, At
the other cnd ol the spectrum, tree bullding mechanisms
might be bult nto actual applications running on hosts,
and could exploit application specific requirements and pe-
culiaritics, lrrcupccri\'c of these diflerences, common to all
these architeetures is the design and evaluation ol an actual
scell-organization protocol [or construction of overlay struc-
tures for data delivery, An cond system o our paper relers to
the catity that actually takes part o the sell-organization
protocol, and could be a host, or an application or a proxy.

We belicve End System Multicast is more appropriate [or
small size and sparse groups such as audio/video conlerenc-
ing, virtual classroom and multiparty network games, but is
not appropriate [or handling applications such as loternetr
TV that wvolve a single source streaming high bandwidth
and real time data to several hundred thousand recipients,
Regardless, we believe Lnd System Mulricast is ol interest
as we hypothesize that there will be an explosion of small
sized and sparse groups o the near [uture,

2. END SYSTEM MULTICAST

In this section, we contrast 1P Multicast, Eod System Mul-
ticast and naive unicast with an example, and outline [un-
damental issues i the design ol an Lod System Multicast
protocol,

Consider 'igure 1(a) which depicts an example physical
topology. 21 and £22 arce routers, while A, 8, ¢ and D are
end systems. Link delays are as indicated. Thus 121 — 122
may be imagined to be a costly transcontinental link, while
all other links arc cheaper local links. urther, let us assuwme
b wishes to send data to all other nodes,

igure 1(b) depicts the 1P Multicast tree constructed by
DVMRP [1]. DVMRP is the classical 1P Multicast protocol,
where data is delivered [rom the source to recipicnts using
ann 1P Multicast tree composed ol the shortest paths [rom
cach recipient to the source, 221 and £22 receive a single
copy ol the packet but [orward i1t along multiple interlaces.
At most one copy ol a packet s sent over any physical link.
Llach recipicnt receives data with the same delay as though
A were sending to it direetly by unicast.

Lnd System Multicast does not rely on router support [or
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Figure 1: Examples to illustrate IP Multicast, naive nnicast and End System Multicast

multicast. 1t abstracts the physical topology as a Complete
Virtual Graph (CV(G) as shown in igure 1(c). lurther, it
trics to construct a spanning-tree of the CVG along which
b could send data to other recipicnts.  In particular, this
scheme could degenerate to pnalve wlcast Transmission as
shown in igure 1{d). l'igurce 1(c¢) depicts how naive unicast
trapsmission maps onto the underlying physical nerwork, It
is seen that links £21 — 222 and A — 221 carry 2 and 3 copics
of a transmission by A respectiv We reler to the number
ol identical copies of a packet carried by a physical link as
the stress of o physical link, Thus, unicast i general leads
to a high stress on the ink nearest the source.

We could build smarter spanning trees of the CVGosuch
as the one shown in Iigure 1{[). Digure LI{g) depicts how
this tree maps onto the underlying physical network, 1t is
scen that all physical links have a stress of at most 2. Not
only does this tree reduce the worst case physical link stress,
but it also reduces the stress ol the costher ink 21 — 122
to 1. ln order to capture this, we mtroduce the notion of

resource usage. We deline resource usage as Z!‘:l di * s,
where, L is the number of links active in data transmission,
d; 1s the delay of link ¢ and s; 1s the stress ol ok ¢ The
resource usage 18 ametric ol the network resources consumed
in the process of data delivery to all receivers, Lnplicit here
i1s the assumprion that lioks with higher delay tend to be
assoclated with higher cost. The resource wsage might be
computed to be 30 in the case of transmission by DV MRP,
37 lor naive unicast and 32 [or the smarter tree |, shown in
igure L(b), Figure 1({d) and Iigure 1([) respectively.

While the spanning tree ol igure 1([) improves link stress
and resource usage as compared to naive unicast transmis
sion, 1t ncreases delay [rom the source to some of the recip-
ients, Thus, the delay [rom 4 to D has increased to 29 [rom
27. We reler to the ratio of the delay between two members
along the overlay to the unicast delay between them as the
Relative Deluy Penalty (RDP). Thus, <A, D> has an RDP
of 2, while <A, B> and <A,C> have an RDP of 1.

The out-degree ol a node in the overlay tree s its number of
children i the tree, Thus, the out-degree of £ o the smarter
tree is 2, while it s 3 in naive unicast. The out-degree of a
node in the overlay spanning tree directly impacts the stress
ol the links close to the node.

3. NARADA DESIGN

ln this scetion, we present Narada, a protocol we desigoned
that implements Fod System Mulricast. o designing Narada,
we have the [ollowing objectives in mind:

e Sclf-orgunizing: The construction of the cnd system over-
lay must take place o a [ully distributed lashion and must
be robust to dypamic changes in group membership.

e Overlay officiency: The tree constructed must ideally have
low stress, low 20F and low resource usage. lurther, the
out-degree of cach member i the overlay must reflect the
bandwidth of its connection to the lnternet.

e Scif-improving in an incremental fushion: The overlay con-
struction must include mechanisms by which cnd systems
gather network information in a scalable fashion. The pro-
tocol must allow [or the overlay to ncrementally evolve into
a better structure as more wflormation becomes available.

There are two basic methods [or construction of overlay
spanning trees for data delivery, A liest approach 15 to
construct the tree directly - that is, members explicitly se-
leet their parcnts [rom among the members they know [8].
Narada however constructs trees i a two-step process, [Uirst
it constructs a richer connected graph that we term mesh.
The mesh could i general be an arbitrary connected sub-
graph ol the CVG (though Narada tries to ensure the mesh
has desirable performance propertics as discussed later.) In
the sccond step, Narada constructs (reverse) shortest path
spanning trees of the mesh, cach tree rooted ar the corre-
sponding source using well known routing algorithms,  1ig-
ure 1(h) presents an example mesh thar Narada constructs
[or the physical topology shown in lMigure 1(a), along with
the shortest path spanning tree rooted at A We have several
reasons for this two step process, Iirst, group management
[uncrions arce abstracted out and handled at the mesh rather
than replicated across multiple (per source) trees, Sccond,
distributed heuristics [or repairing mesh pactition and mesh
optimization are greatly simplificd as loop avoidance 1s no
longer a constraint. Third, we may leverage standard rout-
ing algorithms for construction of data delivery trees. 1M-
nally, a mesh s more resilicnt to the [allure of members
than a tree and heavy weight partition repair mechanisms
arce mvoked less [requently.




ln our approach, there 18 no control over the resulting span-
ning trees for a given mesh,  llence, it becomes important
to construct a good mesh so that good quality trees may
be produced. 1o particular, we attempt to cosure the [ol-
lowing propertics: (i) the shortest path delay between any
pair ol members along the mesh s ar most X times the wni-
cast delay between them, where £ 1s a small constant and
(1) cach member has a imited number ol neighbors i the
mesh which does not exceed a given (per-member) bound
chosen to rellect the bandwideh of the member’s connection
to the Internet.!  Limiting the number of ncighbors regu-
lates the fanour of members i the spanning trees, Sccond,
it controls the overhead of running routing algorithms on
the mesh, The extreme case where the mesh is chosen to be
the Complete Virtual Graph ncurs all the overhead of rout-
ing with nonce of its benelits as the resulring shortest path
spanning trees degenerates to naive unicast transmission.

Narada has striking dillerences [rom sell-conliguring proto-
cols developed in other contexes, irst, Narada distinguishes
itsell [rom pormal routing prorocolu in that it changes the
very topology over w hich routing 15 perlormed.  Sccond,
most existing sell-conliguring plotocoh [12, 13, 11, 22] as-
sume pative 1P Multicast support. Narada attemprs sell-
conliguration in the abscoce of a lower level multicast ser-
vice, ‘and this is [undamentally more challenging.

We cxplain the distributed algorithms that Narada uses to
construct and maintain the mesh i Section 3.1, We present
heuristics thar Narada uses to inprove mesh quality o Sce-
tion 3.2, Narada runs a variant of standard distance vector
algorithms on top of the mesh and uses well known algo-
rithms to construct per-source (reverse) shortest path span-
ning trees for data delivery. We discuss this in Section 3.3,

3.1 Group Management

We have scen that Narada tries to construct a mesh among
cnd systems participating o the multicast group. 1o this see-
tion, we present mechanisms Narada uses to keep the mesh
connccted, to incorporate new members wro the mesh and
to repair possible partitions that may be caused by members
leaving the group or by member [ailure.

As we do not wish to rely on a single non-lailing cority to
keep track of group membership, the burden ol group main-
tenance is shared jointly by all members, To achieve a high
degree ol robustness, our approach s to have every member
maintain a list ol all other members i the group.  Since
Narada is targeted towards small sized groups, maintaining
the complete group membership list s not a major over-
head. Livery member’s list needs to be updated when a new
member joins or an existing member leaves, The challenge
15 to disseminate changes in group membership clliciently,
especially o the absence of a multicast service provided by
the lower layver. We tackle this by exploiting the mesh to
propagate such informartion. llowever, this strategy is com-
plicated by the [act that the mesh mwhr itsell become par-
titioned when a member leaves. Lo handle tt WO require
that cach member periodically generate a relresh message
with monotonically increasing sequence number, which is

disseminated along the mesh. Lach member ¢ keeps track ol

'An ideal mesh is a “Degree-Bounded K-spanner”
the Complete Virtual Graph.  The problem ol construct-
ing Degree-Bounded K-spanners ol a graph has been widely
studied in centralized sertings that assume complete infor-
mation and is NP-complete even in such scenarios [LL].

T [LL] of

Let 7 receive refresh message from neighbor 7 at #'s local
time {. Let < .l.'._.sk:} > be an entry in j's refresh message.
e if 7 does not have an entry for &, then 7 inserts the
entry < k,sg;,{ > into its table
e else if 7’s entry for & is < &, sgy, (g >, then
® if sg; > &g, t ignores the entry pertaining to &
® clse ¢ updates its entry for & to < &,s4;,( >

Figure 2: Actions taken by a member ¢ on receiving
a rofrosh moessage from membeor 7.

the [ollowing inlormation for cvery other member & o the
group: i1 member address k J last kcqucucc uu.mhu Ski
that ¢ knows & has iss  and (il

first received information that & ssued sg;. l[ mcmbcl ¢ has
not received an update [rom member & lor 1, time, then,
¢ assumes that & is cither dead or poteatially partitioned
[rom ¢ It then initiates a set ol actions to determine the
existence of a partition and repair it i preseat as discussed
in Sccrion 3.1.3.

Propagation of relresh messages [rom cevery member along
the mesh could potentially be quite expensive, lostead, we
require that cach member periodically exchange its konowl-
cdge of group membership with its neighbors in the mesh.
A message [rom member ¢ to a neighbor 3 contains a list of
cotries, one catry for cach member & that ¢ knows is part of
the group. Liach cntry has the lollowing ficlds: (i) member
address &; and (i) last sequence number sg; that ¢ knows
k has ssued. On receiving a message [rom a neighbor g,
member ¢ updates its table according to the pscudo code
preseoted o Migure 2.

inally, given that a distance veetor routing algorithm is run
on top ol the mesh (Section 3.3), routing update messages
exchanged between neighbors can include member sequence
number information with minimum cxtra overhead.

3.1.1 Member Join

When a member wishes to join a group, Narada assumes
that the member 15 able to get a list of group members by
an out-ol-band bootstrap mechanism.  The list needs neie
ther be complete nor accurate, but must contain at least
one currently active group member, In this paper, we do
not address the issue of the bootstrap mechanism.  We be-
licve that such a mechanism is application specilic and our
protocol is able to accommodate diflerent ways ol obtaining
the bootstrap information.

The joining member randomly sclects a lew group mem-
bers [rom the list avalable to it and sends them messages
requesting to be added as a neighbor, It repeats the pro-
cess until it gets a response [rom some member, when it has
successlully joined the group. llaving joined, the member
then starts exchanging reflresh messages with its neighbors,
The mechanisms deseribed carlier will ensure that the newly

Jowed member and the rest of the group learn abour cach

other quickly.

3.1.2 Member Leave and Failure

When a member leaves a group, it notifies its neighbors,
and this nformation is propagated to the rest of the group
members along the mesh. 1o Seetion 3.3, we will describe
our cohancement to distance vector routing that requires
a leaving member to continue forwarding packets [or some
time to minimize transient packet loss,



Figure 3: A sample virtnal topology

Let [ be a queue of members for which # has stopped
receiving sequence number updates for at least /),
time. Let 7' be maximum time an entry may remain in .

while(1) begin
Update Q;
while( 'Hynply( ()} and
Head{ ()} is present in Q for > ' time)
begin
7= Degueuei));
Initiate probe cycle to determine if 7 is dead
or to add a link to it.
end
if( Mmiply(¢))) begin
prob = Length{ )}/ GroupSice;
With probability prob begin
7= Degueuei));
Initiate probe cycle to determine if 7 is dead
or to add a link to it.
end
sleep(P). // Sleep for time P seconds
end

Figure 4: Scheduling algorithm used by member &
to repair mesh partition

We also need to consider the difliculr case of abrupt [ail-
ure, o such a case, [ailure should be detected locally and
propagated to the rest of the group. 1o this paper, we as
sume a [ailstop [ailure model [19], which means that once a
member dics, it remains o that state, and the [act that the
member is dead 1s detectable by other members, We explain
the actions taken on member death with respect to igure
3. This cxample depiers the mesh between group members
at a given point in time. Assume that member ¢ dies. Irs
neighbors o the mesh, A, G stop receiving relresh messages
[rom ', Llach of them independently send redundant probe
messages to (7, such that the probability cvery probe moes-
sage (or its reply) is lost is very small. 11 (7 does not respond
to any probe message, then, A4 and G assume ¢ to be dead
and propagate this informartion throughout the mesh.

Livery member needs to retain entries i its group member-
ship table for dead members,  Otherwise, it 1s wmpossible
to distinguish between a relresh announcing a new member
and a relresh announcing stale informartion regarding a dead
member. However, dead member wlormation can be (lushed
alter sullicient amount ol time.

3.1.3 Repairing Mesh Partitions

It 18 possible that member [ailure can cause the mesh to
become partitioned. Lor example, in Migure 3, il member 24
dics, the mesh becomes partitioned. Lo such a case, mem-
bers must first detecr the existence ol a parctition, and then
repair 1t by adding at least one virtual link to reconnect the
mesh. Members on cach side of the partition stop recciving
sequence number updates [rom members on the other side .
This condition 18 detected by a tuncout of duration 4,

Lach member maintains a queue of members that it has

EvalnateUtility (7) begin

witlily = 0

for each member w: (w: not ) begin
({. = current latency between ¢ and ' along mesh
N{. = new latency between 7 and  along mesh

if edge i-j were added
if (N{. < () then begin
witlily + = L 2

end
end
return uiwlnly

Figure 5: Algorithm ¢ nses in determining ntility of
adding link to y

stopped receiving sequence number updates [rom [or at least
1, time, 1t runs a scheduling algorithm that periodically
and probabilistically deletes a member [rom the head of the
queue, The deleted member is probed and it s cither de-
termined to be dead, or a link is added to it. The schedul-
ing algorithm s adjusted so that no cotry remains o the
queue for more than a bounded period of time, 'urther, the
probability value s chosen carclully so that i spite of scev-
cral members simultancously attempring to repair partition
only a small number of new links are added. The algorithm
15 summarized o Migure 4.

3.2 Improving mesh quality

The constructed mesh can be quite sub-optimal, because (1)
witial neighbor sclection by a member joining the group is
random given limited availability ol topology inlormation at
bootstrap; (ii) partition repair might aggressively add edges
that arc essential [or the moment but not uselul in the long

and leave; and (iv) underlying network conditions, routing
and load may vary. Narada allows [or incremental improve-
ment of mesh quality, Members probe cach other at random
and new links may be added depending on the pereeived gain
i wtility in doing so. lurther, members continuously moni-
tor the utility ol existing links, and drop links pereeived as
not usclul. This dynamic adding and dropping ol links o
the mesh distinguishes Narada [rom other topology mainte-
nance protocols.

The ssue then s the design of a urility function that rellects
mesh quality. A good quality mesh must cosure that the
shortest path delay between any pair of members along the
mesh is comparable to the unicast delay between them, A
member ¢ computes the urility gain il a link is added to
member § based on (1) the number of members to which §
improves the routing delay ol ¢; and (it) how signilicant this
improvement in delay s, Iligure 3 preseots pseudo code that
¢ uses to compute the gain i urility i a link to member 7 s
added. The urility can take a maximum value of r, where n
is the number of group members ¢ 1s aware of. Lach member
e can contribute a maximum of 1 to the utility, the actual
contribution being #'s relative decrease in delay to e il the
cdge to 7 were added.

We now present details of how Narada adds and removes
links [rom the mesh.

Addition of links: Narada requires every member to con-
stantly probe other members, Currently, the algorithm thar
we use 15 to conduct a probe periodically, and probe some
random member cach time. This algorithm could be made
smarter by varying the interval between probes depending
on how satislicd a member s with the perlormance ol the
mesh, as well as choosing whom to probe based on results



EvalnateConsensnsCost () begin

(Cosl;; = number of members for which ¢ uses j as
next hop for forwarding packets.

(Cosl;; = number of members for which j uses 7 as
next hop for forwarding packets.

return max(Cosl;,, Cosly;)

end

Figure 6: Algorithm ¢ nses to determine consensns
cost to a neighbor

ol previous probes.

When a member ¢ probes a member 3, 7 returns to ¢ a copy
ol its routing table. ¢ uses this information to compute the
cxpected gain o urility if a link to 5 15 added as described
i ligure 3. ¢ decides to add a liok to 3 i the expecred
utility gain cxceeds a given threshold. The threshold value
is a [unction ol ¢'s estimation ol group size, and the current
and maximum lanout values ol ¢ and 3 respectively, Finally,
¢ may also add a link to 7 il the physical delay between them
s very low and the current overlay delay berween them very
high.

Dropping of links:  ldcally, the loss o urility il a link
were to be dropped must exactly equal the gain o utility if
the same link were immediately re-added. However, this re-
quires estimaring the relative incrcase wn delay to a member
il a link were dropped and it is diflicult to obtain such infor-
mation. lostead, we overestimate the actual utility of a link
by its cost. The cost of a link between ¢ and 7 in ¢'s pereep-
tion 1s the number of group members lor which ¢ uses 3 as
next hop. Periodically, a member computes the consensus
cost ol its link to every neighbor using the algorithm shown
i 'igure 6. 1t then picks the neighbor with lowest consensus
cost and drops it il the consensus cost [alls below a certain
threshold. The threshold is again computed as a [unction of
the member’s estimation ol group size and its current and
maximum [anout. The consensus cost ol a link represents
the maximum of the cost of the lionk n cach neighbor®s per-
ception. Yet, it might be computed locally as the mesh runs
a distance vector algorithm with path inlormation.

Our heuristics [or link-dropping have the [ollowing desirable
Propertics:

o Statil A link that Narada drops is unlikely to be
added again immediately,  This s cosured by several [ac-
tors: (1) the threshold for dropping a link is less than or
equal to the threshold for adding a link; (i) the utility of an
existing link is overestimated by the cost metric; (i) drop-
puig of links is done considering the perception that both
members have regarding link cost; (iv) a link with small de-
lay is not dropped.

e Partition wvoidance:  We present an informal argument as
to why our link dropping algorithm docs not cause a parti-
tion assuming steady state conditions and assuming multiple
links are not dropped concurrently,  Assume that member
¢ drops neighbor g, This could result o ar most two par-
titions,  Assume the size of s partition is S; and the size
of y's partition is S,. lurther, assume both ¢ and 7 know
all members currently i the group, Then, the sum of S
and S, 1s the size ol the group. Thus Cost;; must be at
least S, and Cost,; must be at least S;, and at least one of
these must exceed hall the group size. As long as the drop
threshold is lower than hall the group size, the edge will not
be dropped.

3.3 Data Delivery

We have described how Narada constructs a mesh among
participating group members, how it keeps it connected, and
how it keeps relining the mesh, Lo this section we explain
how Narada builds data delivery tree,

Narada runs a distance vector protocol on top of the mesh.
ln order to avoid the well-known count-to-unlinity problems,
it cmploys a strategy similar to BGP [16]. Lach member not
only maintains the routing cost to every other member, burt
also maintains the path that leads to such a cost. l'urther,
routing updates between neighbors contains both the cost
to the destinarion and the path that leads to such a cost.
The per-source trees used for data delivery are constructed
[rom the reverse shortest path between cach recipient and
the source, in identical [ashion to DVMRP [1]. A mcmber
M that receives a packet [rom source S through a neighbor
N lorwards the packer only iff & is the next hop on the
shortest path from 3 to S, lurther, 3 [orwards the packet
to all its neighbors who use 34 as the next hop to reach S,

The routing metric used o the distance vector protocol is
the lateney between neighbors. Lach condpoint of a link inde-
pendently estimates the latency of the link and could have
diflerent estimates,  Using the latency as a metric cnables
routing to adapt to dynamics o the underlying nerwork.
Low s, 1t also ncreases the probability of rouring mnsta-
bility and oscillations. 1o our work, we assume that members
use an exponcential smoothing algorithm to measure latency.
l'urther, the latency estimarte 1s updated only at periodic -
tervals, The period length can be varied to tradeoll routing
stability with reactivity to changing conditions.

=

A consequence of running a routing algorithm [or data deliv-
ery 1s that there could be packet loss during transicnt condi-
tions when member rouring tables have not yet converged.
In particular, there could be packet loss when a member
leaves the group or when a link 1s dropped [or perlormance
reasons. Lo avoid this, data continues to be [orwarded along
old routes [or cnough time until routing tables converge. ‘Lo
achieve this, we ntroduce a new routing cost called ron-
sicnt Forward {(1'1). 'T'l" is guaranteed to be larger than the
cost of a path with a valid route, but smaller than nfinite
cost. A member M that leaves advertises a cost of 14 [or
all members for which it had a valid route. Normal distance
vector operations leads to members choosing alternate valid
routes not involving M (as 70 is guaranteed to be larger
than the cost of any valid route). The leaving member con-
tinues to forward packets until it is no longer used by any
neighbor as a nexr hop to reach any member, or until a
certain time period expires,

4. SIMULATION EXPERIMENTS

In this section, we evaluate the properties of the overlay
structure that Narada produces, and the overheads associ-
ated with the Narada protocol.

4.1 Performance Indices

An overlay structure [undamentally cannot perform as efli-
ciently as 1P Multicast. We are nterested in evaluating the
quality of the structure produced by Narada and in compar-
ing it with two alternate methods of data dissemination, 1P
Multicast using DVMRP[1] and naive unicast. To [acilitate
our comparisorn, we consider the [ollowing metrics:

o Relutive Delay Penalty (RDP) | delined in Section 2, which



15 a measure ol the wercase n delay that applications per-
ceive while using Narada.

o Worst Cuse Stress, delined as max/=) s;, where L is the
number of physical links used o transmission and s; 18 the
stress (Section 2) of link ¢ This metric measures the of-
[eetiveness of Narada i distributing network load across
physical links,

o Normalized Resource Usage (NI, delined as the ratio
ol the resource usage (Scetion 2) of Narada relative to re-
source usage of DVMRP. NRLU s a measure ol the addi-
tional network resources consumed by Narada compared to

1P Mulrticast.

DVMRP has an RDP of 1 {assuming symmetric routing), a
worst case stress of 1 and by delinition an NRU of 1. Naive
unicast has an RDP of 1 {(by delinition) and a worst case
stress ol v, when r 1 the number of receivers.

We also evaluate the time it takes [or the overlay to stabilize
and the protocol overhead that Narada ntroduces, 1o this
paper, we do not consider performance metrics related to
behavior under transicnt conditions, such as packet loss,

4.2 Factors that affect Narada’s Performance
We have nvestigated the cllects ol the [ollowing [actors on

Narada’s performance: (i) topology modcl; (i) topology
size; (1) group size and (iv) [anout range.

We used three dillerent models to generate backbone topolo-
gics [or our simulation. lor cach model of the backbone, we
modeled members as being attached direetly to the back-
bone topology. Llach member was attached to a random
router, and was assigned a random delay of 1 — dwes.

e Wasman:  The model considers a set of n vertices on
asquare i the plane and places an edge between two polnts

with a probability ol m--"‘*_i_. where, d 1s the distance be-
tween vertices , Lois the lengrh ol the longest possible edge
and o and @ are paramcters,  We use the Georgia Tech,
[23] random graph gencrators to generate topologies of this
model.

o Mapnct:  Backbone conncctivity and delay are mod-
cled alter actual ISP backbones that could span multiple
continents, Conncctivity nlormartion s obtained [rom the
CAIDA Mapuocet project database [7]. Link delays are as-
signed based on geographical distance between nodes.

e dutomous System map (ASMap): Backbone connectivity
wlormartion 1s modeled alter inter-domain loternet connee-
tivity, This information is colleeted by a route server [rom
BGP routing tables of multiple geographically  distributed
routers with BGP connections to the server [6]. This data
has been analyzed in [3] and has been shown to satisly cer-
tain power laws, Random link delays of 8 — 12 ms was
assigned to cach physical link.

ln our simulations, we used backbone topology sizes consist-
ing ol up to 1070 members and multicast groups of up to 236
members, The [anout range ol a member 18 the minimum
and maximum number of neighbors cach member strives to
maintain in the mesh, An increase ol the fanout range could
decrease mesh diameter and result in lower delay penaltics,
However, it could potentially result i higher stress on links
near members.

In addition, we identily nerwork routing policy and group
distribution as [actors that could impact Narada®s perlor-

mance but do not nvestigate these in this paper. Rouring
policy could be signilicant because wn the event that rouring
s not based on shortest path, some pairs of members could
have an RDP ol less than 1 with Narada.  Group distri-
bution i1s important as presence ol clusters o groups could
improve Narada’s perlormance compared to unicast,  Th
15 because Narada could minimize the number ol copies of
a packet that coter a cluster via costlier inter-cluster i
and distribute them along cheaper mrra-cluster links,

4.3 Simulation Setup

We use a locally written, packet-level, event-based simula-
tor to cvaluate our protocol. The simulator assumes short-
est delay routing between any two membe T'he simulator
models the propagation delay of physical links but docs not
model queucing delay and packet losses. This was done to
make our simulations more scalable, lo consider dynamic
network conditions we are currently conducting a detaled
evaluation ol Narada on the loternet and we preseot prelim-
ary results i Section 3.

All experiments we report here are conducted o the [ollow-
ing manner. A lixed number of members join the group o
the first 100 scconds of the simulation in random sequence.
A member that joins is assumed to contain a list of all
members that joined the group previously,  Alter 100 sce-
onds, there is no further change i group membership, One
sender 1s chosen at random to multicast data at a constant
rate. We allow the simulation to run for 40 minutes, ln all
cxperiments, neighbors exchanges routing messages every 30
scconds,  Llach member probes one random group member
every 10 seconds to evaluate perlormance,

4.4 Simulation Methodology

We do not adopt a [ull [actorial design that investigates ov-
ery possible combination of all [actors, lnstead we study the
illucnce of cach individual [actor on Narada’s perlormance
once at a rtime, keeping other [actors lixed.

We begin by presenting results [rom a typical experiment
that characterizes key aspects ol Narada™ performance in
Section 4.3, 1o Section 1.6, we present results that nvesti-
gate the mfluence of the [actors on Narada'’s performance.
We present protocol overhead incurred with Narada o See-
tion L7, Iinally, we summarize and interpret our results in
Section 1.8,

4.5 Simulation Results with a Typical Run
This section preseots results [rom a single typical experi-
ment. The results are typical o the sense they capture some
of the key invariants in the perlormance of Narada across all
runs, lo the experiment, we used a topology gencrated by
the Waxman model consisting ol 10241 nodes and 3143 links.
We used a group size of 128 members, and cach member had
a [anour range of <3-G>.

Delay Penalty and Stabilization Time

igure 7 plots the cumulative distribution of RDP ar dil-
[erent time instances during the simulation,  The horizon-
tal axis represents a given value of RDP and the vertical
axis represents the percentage of pairs of group members
[or which the RDP was less than this value.  Lach curve
corresponds to the cumulative distribution at a particular
time instance. 1t might happen that at a given time, some
members have not yver learned of the existence of some other
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members or do not have routes to others, Thus, 1 minute
alter the last join, approximatcly 10% ol pairs do not have
routes to cach other, indicated by the lower curve, All pairs
have routes to cach other 2 minutes alter the last join, As
time increases, the curve moves to the lelt, indicating the
RDP 15 reduced as the quality of the overlay improves,

When the system stabilizes, about 90% ol pairs of members

have RDP less than 4. However, there exist a [ew pairs of

members with high RDP. This tall cann be cexplained [rom

igure 8, Llach dot in this ligure indicates the existence of

a par of members with a given RDP and physical delay.
We observe that all pairs of members with high RDP have
very small physical delays, Such members are so close to
cach other in the physical network that even a slightly sub-
optimal conliguration leads to a high delay penalty, Llow-
ever, the delay between them along the overlay 1s not too
high. This can be scen [rom J.'lUU.I(_‘ 9, where cach poulr
represeats the existence of a pair of members with a given
overlay delay and a given physical delay, It may be veri-
lied that the delay berween all pairs of members along the
overlay 1s at most 160wes, while the physical delay can be as
high as Tlwms.

In future experiments, we summarize RDP results ol an ex-
periment by the 90 pereentile RDP value. We believe this s
an appropriate method ol summarizing results because: (1)

it is an upper bound on the RDP observed by 90% of pairs of

members; (i) for pairs of members with a RDP value higher
than the 90 percentile, the overlay delay s small as discussed
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Figure 9: Overlay delay vs. physical delay. Each
point denotes the existence of a pair of members
with a given physical delay and overlay delay
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Ligure 10 plots the cumulative number of virtual links added
and removed [rom the mesh as a luncrion of simulation time.
We observe that most ol the changes happen within the
[irst 1 minutes of the simulation.  This is consistent with
the behavior seen in Uigure 7 and indicates that the mesh
quickly stabilizes mnro a good structure.

Physical Link Stress

We study the vanation of physical link stress under Narada
and compare the results we obtain [or a typical run with
physical stress under DVMRP and naive unicast i ligure
11. Onc of the members is picked as source at random, and
we evaluate the stress of cach physical link. lere, the hori-
zontal axis represents stress and the vertical axis represents
the number of physical links with a given stress, The stress
of any physical link 1s at most 1 [or DVMRP, indicated by
a solitary dot. Under both naive unicast and Narada, most
links have a small stress - this is only to be expected. How-
ever, the signilicance lies o the tail of the plots.  Under
naive unicast, one link has a stress ol 127 and quite a [ew
links have a stress above 16, This is unsurprising consider-
ing that links near the source are likely to expericnce high
\Jarada however distributes the stress more evenly
S8 3 and no physical link has a stress larger
than ‘) \\'hllc this 1s high compared to DVMRP, it 15 a
ld-fold improvement over paive unicast.
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4.6 Impact of factors on performance

We are nterested i studying variation in Narada's perlor-
mance due to cach of the lollowing [actors: (i) topology
model; (i) topology size; (i) group size; and (iv) [anout
range. Keeping other [actors lixed at the default, we study
the nlluence of cach individual [actor on Narada's perlor-
mance. By default, we used a Waxman topology with 10241
nodes and 31413 links, a group size of 128 and a [anout range
ol <3-6> [or all group members. Lor all results inthis see-
tion, we compute cach data point by conducting 23 indepen-
dent simulation experiments and we plot the mean with 93%
conflidence ntervals, Due to space CONStralirs, we prescit
plots of selected experiments and summarize resules of other
cxperiments.

Topology Model and Group Size

We used a Waxman topology consisting of 1024 routers and
3143 links, an ASMap ropoelogy consisting of 1024 routers
and 3037 links and a Mapner topology consisting of 1070
routers and 3170 linl

igure 12 plots the variation of the 90 pereentile RDP with
group size [or three topologies. Liach curve corresponds to
onc topology.  All the curves are close to cach other ndi-
cating that the RDP is not scositive to the choice of the

topology model. Lor all topologics and [or a group size of

128 members, the 90 percentile RDP s less than 4. Lor
cach topology, the 90 percentile RDP increases with group
size, This is because an incrcase ol group size resules in an
erease ol mesh diameter and henee an increase of RDP.
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Ligure 13 plots the variation of worst case physical link stress
against group size for three topologies.  Liach curve corre-
sponds to one topology.  We observe that the curves are
close to cach other [or small group sizes but seem to diverge
[or larger group sizes. lurther, [or all topologies, worst case
stress ncreases with group size. Thus, lor a group size of
G, mean worst casce stress is about 3 — 7 across the three
topologics, while [or a group size ol 236, it 1 about 8 — 14,
We believe this merease of stress with group size 18 an ar-
tilact ol the small topologies in a simulation covironment
relative to the actual lnternet backbone, We analyze this in
detail in Section 1.8,

I'igure 11 plots the normalized resource usage (NRUY) against
group size lor the Waxman model alone, The lower and up-
per curves correspond to Narada and unicast respectively,
Lirst, Narada consumes less network resources than naive
unicast, and this is consistent for all group sizes.  lor a
group size ol 128, the NRU [or Narada is abour 1.8 and 2.2
[or naive unicast. Sccond, NRU mncreases with group size.
While these results imply a nearly 20% savings ol network
resources, we believe that the savings could be even more
significant i members are clustered. We have repeated this
study with the Mapoer and ASMap topologies and obscerve
similar trends, Lor all topologies, the NRLU s at most 18
[or a group size ol 128,

Topology Size

l'or cach topology model, we gencrate topologies ol sizes
varving [rom about G641 nodes to abour 1070 nodes and cval-
uate the npact on Narada's perlormance, Pigure 13 plots
the worst case physical link stress against topology size [or
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cach topology model.  Across all topology models, we ob-
serve that the worst case stress incrcases with decrease in
topology size. While the same general trend is observed [or
all topology models, it seems more pronounced [or Waxmaun.
We analyze the signilicance of this result in Secrion 1.8,

We have also studied the ellect of topology size on RDP and
NRUL Across all topology models, RDP appears large
allecred by topology size, while NRU decreases with e
in topology size, We omit the plots due to space constraint.

Fanout Range
So [ar, we have assumed that cach member strives to main-
tain <3-6G> ncighbors in the mesh. We have investigared
the cfleer of variation of [anout range on Narada'’s perlor-
mance. o summary, when the fanout range increases, mesh
dianmeter decreases and stress on links close to members
mercases,  Conscequently, RDP decreases while worst case
stress wercases.  lor a group of 128 members, as [anourt
range increases [rom <2-1> to <8-16>, the 90 percentile
RDP decreases [rom about 3.3 to 2 while the worst case
physical stress increases [rom about 9 to

4.7 Protocol Overhead

Narada curs a protocol overhead [or two reasons,  LMirst
members periodically exchange routing tables and control
wlormartion between cach other, Scecond, members estimare
their delays to other members by probing them periodically.
We deline Protocol Overhead Ratio {POR) as the ratio of
bytes of non-data trallic that coter the network to bytes of
data trallic. While we do not present resules, we [ind thar
POR mcreases lincarly with group size. lfurther, we note
that the protocol trallic thar Narada introduce
dent of source data rate and thus the POR de
mercase 1 data trallic. lor a group size ol 128 membe
the POR is aboutr 0.23 [or a source data rate ol 16 kilobits
per second (kbps), and less than 0,041 [or a source data rate
ol 128 kbps. l'or a 64 member group and a source data rate
of 128 kbps, the POR 1s hardly 0.02.

4.8 Results Summary and Interpretation
In this section, we summartze key resules thar we have pre-
seated and attempt to cxplain the resules,

e Across a range ol ropology models, Narada results inoa
low RDP for small group sizes, lor example, [or a group
size ol 16, the 90 percentile RDP is less than 2.3, Liven [or
group sizes ol 128 members, the 90 percentile RDP s less

than 4. We hypothesize thar RDP values might be lower
on the lnternet, as loternet routing is policy based and sub-
optimal while the simulator assumes shortest path rouring.
Preliminary loternet evaluation indicates that the 90 per-
centide RDP for a 13 member group can be as low as L3
{Scction 3).

e Across a range ol ropology models, Narada results inoa
low worst case stress for small group sizes, Lor example, [or
a group size of 16, the worst case stress 18 abour 3. While
[or larger group sizes, worst case stress may be higher, ir is
ill much lower than unicast. lor example, [or a group of
8 members, Narada reduces worst case stress by a [actor
of 11 comparced to unicast.

We hypothesize that worst case stress on the loterner is
lower than seen o simulations, The largest topologies that
we use in our simulations (around 1000 nodes) are still orders
ol magnitude smaller than the loternet. Consequently, the
ratio of the group size to topology size, which we term den-
sity, 15 much higher in simulations than i actual practice.
Our simulations indicate that higher group density resules
in higher worst case link stress, This can be deduced [rom
Iigures 13 and 13, where we observe that the worst case
stress wercases with group size and decreases with topology
size. We hypothesize that an incrcase in group density -
creases the probability that an nternal physical link could
be shared by multiple uncorrelated virtual links, The links
arc uncorrclated in the sense that they connect distinet pairs
of end systems.? This could increase worst case stress with
Narada because Narada is only able to regulate [anout of
members and consequently can only control stress of lic
near member and not stress ol internal physical lionks,  Lor
the range of group sizes we consider, we expect that the den-
sity ratio 18 much lower on the lnternet and thus we expect
lower link stress.

e Narada lowers resource usage by at least 20% compared
to unicast [or a range ol group sizes.  We believe thar if
members are clustered, Narada can resulr o even larger 1m-
PrOvCmenr il resource usage.

S. INTERNET EXPERIMENTS

We have implemented Narada and we report preliminary
results obtained by conducting experiments on the lnternet.

Our experiments consisted ol 13 hosts distributed through-
out the United States, ln cach experiment, every host was
wnitially provided the list of names ol all other hosts, and
all hosts join the group at approximately the same time.
Llach host attempted to maintain a [anout range of <2-1>.
A host at CMLU was designated the source and sent data
at periodic intervals, At present, we assume that Narada
artempts to minimize the propagation delay between hosts
on the mesh, Thus, cach host assumes its physical delay to
another host is the minimum delay observed across multiple
estimates, Lach experiment was run for abour 20 minutes,

igure 16 shows the overlay spanning tree that Narada pro-
duced, which was used to route data [rom the source (CMUL)
to other recipicnts, for a typical experiment. The lioks of
the tree are labeled by their delays (in milliscconds), as mea-

2Jior example, consider the physical topology shown in 1Mig-
urce 1{a) and assume that Narada constructs a mesh as shown
in I'igure 1(h). Uncorrclated virtual links A — ¢ and 38— D
share the physical link 21 — £22.
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Figure 16: Overlay spanning tree Narada produces
in a typical Internet experiment with CMUL as
sonrce. Note that it produces a mesh, and edges
of the mesh not in the tree are omitted.

sured by one end point of the link, Here, UTUCL and UTLIC2
belong ro the same campus as do Virginial and Virginia2.
Berkeley and UCSE are closer together (on the West coast)
as compared to all other hosts, Narada 1s able to cosure
that only a single copy ol data [rom CMUL is delivered to
LHUC, Virginia and the West Coast and shorter links here
arce used lor distribution ol data within the sites,

Narada in lact constructs a mesh, and there are additional
cdges of the mesh not o the tree which we have omitred in
igure 16, lurther, Narada may dyopamically add and drops
links to improve mesh quality, 1o this experiment, the mesh
did pot have links between Berkeley and UCSB, and be-
tween UTUCL and UHUC2 o the fiest [ew minures of the
cxperiment.  The sell-improving nature ol Narada resulted
in addirion of these links and improved the efliciency of data
delivery, Narada was also able to drop a link between GAT-
cch and Delaware which ir identificd as not uscelul in data
delivery.

igure 17 plots the cumulative distribution of the RDP of

the mesh that Narada produced.  The worst case RDP is
only 2.6 and 90% ol pairs ol members have an RDP ol at
most L3, lurther, we lind that the delay along the mesh
between any pair of members is at most 84 ms , while the
worst case unicast delay between any pair of members can
be as high as 64 ms (obscerved between UKY and UCSB).
The physical delay wsed i RDP caleulations were the de-
lays estimated by an cnd point of the link. Fod poionts inde-
pendently estimate link delay and thus might have dulerent
estimates.  ln our experiments however, we lind thar link
delay estimates by cnd points are geoerally consistent with
cach other and the estimates are very close to the ping times
between the machines, Pairs with an RDP of 1 correspond
to pairs of hosts with mesh links between them.  loterest-
ngly, we lind a small number of pairs [or which the RDP
is slightly less than 1 There are two reasons [or this ellect.
In some cases, this was due to minor waccuracies i delay
measurcments, However, ln some cases, the reason was more
[undamental and due to the policy based nature of lnterner
routing., This clleet has been reported in [18].

ln the [uture we plan to conduct larger scale loternet exper-
iments with cmphasis on studying the dynamics of Narada,
transicot behavior and cllects ol congestion and packer loss.

6. RELATED WORK

The works that come closest to the Lnd System Multicast
architecture we propose here and which share much of our
motivation arc Yallcast [8] and Scattercast [3]. Both projects
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Figure 17: Cnmnlative distribntion of RDP

challenge the appropriatencss of wsing 1P Multicast [or all
[orms ol group communication. Yalleast argues the need [or
hosts to auto-conligure nto tunncled topologies [or ellicient
data dissemination,  Yallcast cmphasizes architectural as-
pects and has not vet considered performance unplications
ol using an overlay, lo contrast, our work places a central
cmphasis on perlormance tradeolls associated with an over-
lay network, and this greatly influences the design of our
sell-organization protocol.  Yalleast prescats the design ol
a rendezvous service [or the bootstrapping ol a new mem-
ber, The bootstrapping mechanism is however orthogonal
to the ssues we consider o this paper - while the mecha-
misms suggested - Yalleast could be used, we are open to
other application specilic and out-ol-band bootstrap mech-
amsms, At the protocol level too, Yalleast and Narada have
Narada constructs an cllicient mesh among par-
ticipating members, and then constructs spanning trees of
the mesh, o contrast, Yalleast constructs a spanning tree
among participating members direetly, We believe that a
mesh-lirst approach helps avold replicating group manage-
ment [unctions across multiple {per-source) trees, simplifics
overlay maintenance (as loop avoidance is no longer an is-
suc), allows [or leveraging on standard routing algorithms,
and provides a structure more resilicnt to the fallure of mem-
bers.

Scattercast argues [or nfrastructure support, where prox-
ies deployed o the network run sell-organization protocols
on behall of the clicnrs, while clicnts subscribe to ncearby
proxics.,  Although we have not cmphasized wnfrastructure
support in this paper, we wish to make cxplicic that our
notion of an end system 1s not restricted to clicnrs of a
multicast group, and includes network proxies. Lo partic-
ular, we belicve that Narada can be used to build an overlay
STrUCTUIe AmMonE proxics on a scattercast archirecture, while
the sell~organization protocol proposed in Scatrercast called
uncr can be adapted to an Lind System Multicast archi-
tecture. At the protocol level, while Gossamer too adoprs
a mesh-lirst approach, it relies on centralized rendezvous
points [or repairing mesh partition. Although this assump-
tion signilicantly simplifics the partition recovery mecha-
wisms i Gossamer, the members of the mesh could become
partitioned [rom cach other in event of lalure of all ren-
dezvous polnts,

The MBonce [2] and GBonce [L0] are popular cxisting cxam-
ples of overlay networks, However, these are statically con-
ligured 1n a manual and adhoc [ashion. Narada, on the other
hand, strives [or a scell-conliguring and cllicicnt overlay net-



work, loternet routing protocols are scll-confliguring.  The
most striking diflerence between Narada and standard rout-
ing protocols s that while the latter work on a lixed physi-
cal topology, Narada alters the very topology over which it
routes data. Routing protocols merely route around a link
that has [aled and have no notion of dynamic adding or
dropping of links. Narada might dynamically add links to
cosure conncctivity of the virtual topology, and drop links
it pereeives as oot uselul,

Scll-conliguration has been proposed w other contexts, AM-
Route [1] allows for robust 1P Multicast in mobile adhoc
networks by exploiting user-multicast trees, Several reliable
IP Multicast protocols [12, 13, 22] involve group members
sell-organizing nto structures that help in data recovery.
Adaptive Web Caching [11] is a scll-organizing cache hicrar-
chy. The key [eature that distinguishes Narada [rom these
protocols is that Narada docs not assume a native multi-
cast medium - AMRoute assumes a native wircless broad-
cast channel, while all other protocols assume the existence
ol IP Multicast., Scll-conliguration in the abscoce of such a
native multicast medium is a much harder problem.

7. CONCLUSIONS

We have made two contributions in this paper.  Iirst, we
have shown that, [or small and sparse multicast groups, it
s [easible to wse an cond system overlay approach to effi-
ciently and robustly support all multicast related [unction-
ality including membership management and packer repli-
cation.  The shilting ol multicast support [rom routers to
cnd systems, while introducing some perlormance penalties,
has the porential to address most problems associated with
1P Multicast. We have shown, with both simulation and lo-
ternet experiments, that the performance penaltics are low
in the case of small and sparse groups. We believe thar the
potential benelits of repartitioning the multicast [unctional-
ity between end systems and routers significantly outweigh
the perlormance penalty incurred.

Sccond, we have proposed one ol the lirst scll-organizing
and scll-improving protocols that constructs an overlay net-
work on top ol a dvonamic, unpredictable and heterogencous
loternet covironment without relying on a native multicast
medium. We also believe this is among the lirst works that
artempt to systematically evaluate the perlormance of a sell-
organizing overlay network protocol and the tradeolls in us-
ing overlay networks, o [20], it was argued that the over-
lay approach s a [undamental technigque to incrementally
deploy services and evolve networks,  We believe that the
techniques and insights developed o this paper are general
and can be applicd to overlay networks in contexts other
than mulricast.

In this paper, we cmphasize the perlormance aspect ol us-
ing an cod system overlay approach to support multicast.
We are currently exrending this work o several dimensions.
I'irst, as mentioned in Scection 1, the “end system®™ o the
protocol can be cither an application module, a host, or a
shared proxy. We are exploring architectural issues involved
in adapring Narada to cach individual context. Sccond, o
the currcent [orm, Narada considers latency between mem-
bers as the sole criterion that needs to be optimized.  We
are cxtending this to consider measured packet loss rates
and bandwidth availability,  Finally, we are studying how
support lor crror, llow, and congestion control [unctionality
can be added o Lind System Multicast.,
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